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Abstract—Night-time vehicle detection is essential in building
intelligent transportation systems (ITS) for road safety. Most of
current night-time vehicle detection approaches focus on one or
two classes of vehicles. In this paper, we present a novel multi-
class vehicle detection system based on tensor decomposition and
object proposal. Commonly used features such as histogram of
oriented gradients and local binary pattern often produce useless
image blocks (regions), which can result in unsatisfactory detec-
tion performance. Thus, we select blocks via feature ranking
after tensor decomposition and only extract features from these
selected blocks. To generate windows that contain all vehicles, we
propose a novel object-proposal approach based on a state-of-
the-art object-proposal method, local features, and image region
similarity. The three terms are summed with learned weights
to compute the reliability score of each proposal. A bio-inspired
image enhancement method is used to enhance the brightness and
contrast of input images. We have built a Hong Kong night-time
multiclass vehicle dataset for evaluation. Our proposed vehicle
detection approach can successfully detect four types of vehi-
cles: 1) car; 2) taxi; 3) bus; and 4) minibus. Occluded vehicles
and vehicles in the rain can also be detected. Our proposed
method obtains 95.82% detection rate at 0.05 false positives
per image, and it outperforms several state-of-the-art night-time
vehicle detection approaches.

Index Terms—Feature selection, night-time multiclass vehicle
detection, object proposal, tensor decomposition.

I. INTRODUCTION

N IGHT-TIME vehicle detection has attracted more and
more attention from researchers in recent decades due

to the fact that 32% of all vehicular fatal accidents are caused
by rear-end collisions [1] and most of these accidents occur
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at night. Thus, night-time vehicle detection is important for
road safety in intelligent transportation systems (ITS), such as
advanced driver assistance systems and autonomous driving
systems [2]. Current night-time vehicle detection approaches
all focus on a single class of vehicles [2], [3] or two
classes [4]–[6]. Different types of vehicles run in different
lanes, thus detecting multiclass vehicles is useful for driving
control and road safety. In this paper, we focus on night-time
multiclass preceding vehicle detection.

In daytime scenes, the contrast between vehicles and back-
ground is high and some features of vehicles such as color
information, gradient features, and texture features are salient.
While at night, the contrast between vehicles and background
become lower. As a result, these features salient at daytime,
are not very clear while the vehicle lights are more salient
because lights are turned on. Thus, most of the current night-
time vehicle detection methods are based on vehicle light
detection [7]–[9]. However, this type of methods might miss
vehicles and detect road lamps, and traffic lights under com-
plex scenes where accurate vehicle light detection becomes
difficult. Daytime object detection approaches, such as his-
togram of oriented gradients (HOG) [10], local binary patterns
(LBP) [11], and deformable parts model (DPM) [12], and
daytime object detection methods developed for intelligent
vehicles [13]–[15], can be used for night-time vehicle detec-
tion directly. However, results in [2], [3], and [16] show that,
without night-time image enhancement, the object detection
methods developed for daytime scenes do not perform well.
These results also demonstrate that current daytime object
detection methods can be used to detect night-time vehicles
well by taking into account characteristics of vehicles in night-
time scenes and combining the methods with night-time image
enhancement. Therefore, in this paper, we utilize a bio-inspired
image enhancement approach [3] to enhance the brightness
and the contrast of night-time images to extract effective fea-
tures and obtain good detection performance. Besides, we
propose a new feature selection approach for several useful
features developed for daytime object detection and design a
new approach for object proposal.

During extractions of features such as HOG [10] and
LBP [11], an image is divided into multisize blocks (rect-
angular regions) and then features are computed from each
block [17]. In many images, some blocks contain useless
information for night-time vehicle detection. For example,
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Fig. 1. Examples of useful and useless blocks for vehicle detection in an
image.

red blocks in the four corners contain only background (red
windows) in Fig. 1. These blocks do not provide useful
information, but increase the number of features. They can
degrade the detection performance. In Fig. 1, the black blocks
contain some parts and edges of a vehicle. They may be
more useful and effective for night-time vehicle detection.
Besides, the yellow block has a large overlap with a black
block. These two blocks may lead to unsatisfactory detec-
tion performance and reduce the detection speed because they
contain redundant features. Therefore, blocks containing some
parts of a vehicle and having little overlap with each other
would be more effective. However, feature selection is usu-
ally not considered in current night-time vehicle detection
methods. In this paper, we propose a tensor decomposition-
based feature selection method to solve this problem. A tensor
is a multidimensional (high-order) data array and can pro-
vide full representation of the natural structure of images
and their features [18]–[21]. Tensor decomposition that trans-
forms a high-order tensor into low-dimensional matrices or
vectors has been used in computer vision tasks such as
human action recognition [19] and image classification [21].
In this paper, we explore algorithms for selecting useful
and effective blocks for feature extraction through tensor
decomposition.

Because vehicles can be at any positions within an image
and of different sizes, generating a set of windows (proposals)
that contain vehicles automatically is an important step for
robust and accurate vehicle detection. For night-time vehicle
detection, most object proposal approaches rely on headlight
or taillight detection using color thresholds in the hue, satura-
tion, and value (HSV) color space [22] or multilevel intensity
thresholding [23]. These methods have been proven useful to
generate a very small set of vehicle candidates. However, their
performance is subject to the variations of road scenes, camera
parameters, and light reflection, etc. Therefore, some vehicle
candidates may be missed if the scenes are complex. To gener-
ate a set of windows that detect all preceding vehicles in front
of the driver, a state-of-the-art object proposal approach named
EdgeBoxes [24] was combined with vehicle light detection by
a weighted sum in [2]. In [25], a Bayes saliency-based object
proposal method was developed. It utilized vehicle light detec-
tion results as features for computing a saliency map. These
methods also rely on vehicle light detection, thus they are
also influenced by the scenes. In [2], the weights of all terms
for computing the probability of each window to be vehicles
(score) are the same. In this paper, we combine EdgeBoxes
based on an image enhancement method [3], local contrast

feature, and image region similarity together using learned
weights.

The framework of our proposed night-time vehicle detec-
tion approaches is shown in Fig. 2. During the training stage,
we extract HOG [10], LBP [11], and four direction fea-
tures (FDF) [26] from the enhanced training images using
a fixed block size. Then for each feature, we construct a
third-order tensor for each image and conduct tensor decompo-
sition. We select effective blocks using a feature ranking score
function based on the decomposition results. After selecting
effective blocks, we use the HOG, LBP, and FDF features
extracted from the selected blocks to train a multiclass vehi-
cle classifier using support vector machines (SVMs) [27].
The training process is completed offline. During the detec-
tion stage, for each image, we first apply EdgeBoxes on the
enhanced image, and then compute local contrast features
and the image region similarity from the windows (proposals)
obtained from EdgeBoxes. Then, the score of each window
obtained from EdgeBoxes is combined with local features
and image similarity using learned weights to compute the
final score of the window. After extracting features from the
selected blocks of each window, we use the trained classifier
to recognize the type of the vehicle within each window. After
post-processing, i.e., nonmaxima suppression (NMS) [12], we
can obtain the final detection results.

The contributions of this paper are summarized as follows.
1) A novel approach to feature selection based on ten-

sor decomposition is proposed to select effective blocks
while current night-time vehicle detection methods do
not perform feature selection.

2) An effective object proposal approach, combined with
EdgeBoxes, local contrast features, and image region
similarity via reliable learned weights, is presented to
generate a set of windows that contain as many vehicles
as possible.

3) A night-time multiclass vehicle dataset containing four
classes of vehicles is reported in this paper and published
online.

The rest of this paper is organized as follows. Related work
is described in Section II. The details of the proposed night-
time multiclass vehicle detection approach including feature
selection and object proposal are introduced in Section III.
The experiment results are shown and discussed in Section IV.
Finally, Section V provides the conclusions and discusses
future work needed.

II. RELATED WORK

Almost all current night-time vehicle detection approaches
treat all types of vehicles as one class. Most of the single
class night-time vehicle detection approaches are developed
based on the detection of headlights and taillights [7] because
at night, headlights and taillights are more salient than other
parts. These methods often utilize image segmentation or
machine learning techniques to detect vehicle lights and the
regions that contain a pair of vehicle lights. An overview of
night-time vehicle detection approaches was provided in [7]. A

Authorized licensed use limited to: CITY UNIV OF HONG KONG. Downloaded on September 20,2020 at 08:11:07 UTC from IEEE Xplore.  Restrictions apply. 



KUANG et al.: FEATURE SELECTION BASED ON TENSOR DECOMPOSITION AND OBJECT PROPOSAL 73

Fig. 2. Framework of our proposed night-time multiclass vehicle detection approach.

segmentation process based on automatic multilevel threshold-
ing was used in [9] to detect headlights and taillights which
were paired based on a spatial clustering pairing algorithm.
O’Malley et al. [22] first utilized a preprocessing step to high-
light the rear lights of vehicles. Then the image was converted
to the HSV color space and three thresholds of H, S, and V
channels were decided via observing the distributions of vehi-
cle rear lights in the HSV color space. Possible rear light
regions were paired and extracted by analyzing the color cross-
correlation symmetry. Various appearance features were used
to train a classifier to detect potential vehicle lights [8]. Haar-
like features were used to train classifiers using AdaBoost
and an improved active learning technique to detect taillight
candidate regions [28]. Wang et al. [29] used an improved
Otsu method based on cumulative histograms to segment the
brightness of the taillights to find bright spots. Then adaptive
thresholds were computed based on the redness of these areas
to find the possible taillights regions. Finally, the paired tail-
lights candidates were considered as vehicles. In [30], vehicle
regions were determined by lane detection, and then vehicle
candidates were recognized in several steps, including possible
taillights extraction, adaptive thresholding to detect taillights,
regions’ centroid detection, and pairing based on tracking.
Chern and Hou [31] also used lane detection to find lane
boundaries and assist the detection and pairing of taillights,
and several features of taillights were employed to detect
vehicles. In [32], night-time vehicle detection was achieved
by combing detecting, tracking, and pairing headlights. First,
AdaBoost classifiers were trained to detect headlights. Then
context information obtained by headlight pairing was used to
track headlights for vehicle detection. In [33], preceding vehi-
cles in front of the driver were detected by using a perspective
blob filter to detect headlights and taillights, and finding corre-
sponding light pairs. In [34], vehicle detection was achieved by
detecting the two headlights. Decision trees based on appear-
ance features were used to improve the detection performance.
In these types of approaches, generating vehicle candidates is
achieved by finding the bounding boxes of vehicle lights after
vehicle headlight or taillight detection.

Some other night-time single class vehicle detection
approaches extract effective features and use machine learn-
ing to detect vehicles [2], [3]. In [2], HOG and LBP were
employed to train an SVM classifier to detect vehicles at night.
Multiscale Retinex-based image enhancement, and object pro-
posal based on EdgeBoxes and vehicle light detection were
used to improve the detection performance. In [3], SVM

classifiers trained from HOG, LBP, and convolutional neural
network (CNN) features were fused, and a bio-inspired image
enhancement was proposed for night-time images. Inputting
only CNN features into SVM to train a night-time vehicle
classifier [35] was also effective. In [36], latent parts were
used to optimize the structure of vehicles in DPMs for finding
effective features for vehicle detection. In the latest night-
time vehicle detection work proposed by Chen et al., CNN
was combined with night-time image enhancement to achieve
night-time vehicle detection [16] (named CNN+ImEn in this
paper).

There are only a few works focusing on night-time two-
class vehicle detection that identifies the actual class of each
vehicle [4]–[6]. Chen et al. [5] proposed an effective vision
system for detecting cars and motorbikes at night. This system
first detected headlights and taillights using image segmen-
tation techniques and then paired lights to find candidate
vehicle regions. Finally, a feature-based vehicle tracking and
identification process was applied to analyze the spatial and
temporal information of these potential vehicle light groups.
Salvi also proposed an automatic night-time vehicle detec-
tion approach that could identify car and motorbike [6]. This
method included headlight detection based on image segmen-
tation using adaptive thresholding, headlight pairing based on
spatial clustering, and identification based on tracking and
shape features. In the above methods, the classification pro-
cess relies on motion information of vehicles extracted from
videos, thus they cannot be used to detect vehicles in still
night-time images.

III. PROPOSED NIGHT-TIME MULTICLASS VEHICLE

DETECTION METHOD

Our proposed night-time multiclass vehicle detection
method includes three important steps: 1) feature selec-
tion based on tensor decomposition; 2) object proposal; and
3) training classifier and vehicle detection. They are described
in detail in this section.

A. Feature Selection Based on Tensor Decomposition

Our feature selection process is developed based on tensor
decomposition. The procedure consists of feature extraction,
tensor construction, tensor decomposition, and feature ranking.

1) Feature Extraction: We use three types of features:
1) HOG [10]; 2) LBP [11]; and 3) FDFs [26], which are also
used in [2]. FDF is a type of gradient features, computed
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using four directional gradient operators and smoothed by
Gaussian filtering. The final FDF features contain the average
smoothed gradient value of each direction over a block [26].
Before feature extraction, we first apply the bio-inspired image
enhancement approach [3] to enhance the brightness and con-
trast of the original night-time images. To extract these three
features, we first divide the enhanced training images (64×64
pixels) into blocks. For each block, the dimensions of HOG,
LBP, and FDF are 36, 58, and 4, respectively. Different sizes
of blocks can produce different detection performances, thus it
is reasonable to use multiscale blocks. We evaluated the detec-
tion performance using a single fixed block size and multiscale
blocks. We found that the 8×8 block size provided the detec-
tion performance close to that from the multiscale blocks. It
takes less computation time for block selection and tensor
decomposition with 8 × 8 blocks than multiscale ones. Thus,
in this paper, we divide the images into 8 × 8 blocks. The
square blocks do not overlap with each other. Thus, we gener-
ate 64 blocks (size: 8×8 pixels). We select useful blocks from
these 64 blocks to reduce feature redundancy and improve the
speed and performance of vehicle detection.

2) Tensor Construction: A tensor is a data array indexed
by one or more modes. A higher-order tensor can be regarded
as a generalization of vectors (first-order tensors) and matrices
(second-order tensors) [18], [20]. After extracting each type of
features from all blocks, we obtain the feature descriptor of
the image. The features are naturally structured in the form
of a third-order tensor with three indices: the horizontal and
vertical directions of the image and features. The number of
blocks along each direction of the image is 8. The HOG, LBP,
and FDF tensors have dimensions of 8 × 8 × 36, 8 × 8 × 58,
and 8 × 8 × 4, respectively, where there are 8 × 8 blocks and
each block has 36 HOG features, 58 LBP features, and four
FDF features.

3) Tensor Decomposition: After constructing HOG, LBP,
and FDF tensors of each training sample, we conduct Tucker
tensor decomposition of these tensors. Tucker decomposition
can factorize a tensor into the multiplication of a core tensor
with a set of factor matrices (component matrices) along all
modes [18], [19]. Let T ∈ R

D1×D2×D3 be a third-order tensor
and D1, D2, and D3 be the dimensions along the horizontal,
vertical of the image, and feature directions, respectively. The
Tucker decomposition of this third-order tensor is expressed as

T =
R1∑

i=1

R2∑

j=1

R3∑

k=1

gijk

(
a(1)

i ◦ a(2)
j ◦ a(3)

k

)
+ E

= G ×1 A(1) ×2 A(2) ×3 A(3) + E (1)

where G ∈ R
R1×R2×R3 is the core tensor, gijk is the element at

position {i, j, k} of G, A(n) = [a(1)
1 , a(2)

2 , . . . , a(n)
Rn

] ∈ R
Dn×Rn

(n = 1, 2, 3) are factor matrices which are multiplied with the
core tensor along each mode, and E denotes the approximation
error. The symbols ◦ and × denote the inner product of vec-
tors and the tensor-matrix product, respectively. The details
of these operators can be found in [18]. According to [19],
Rn ≤ Dn (n = 1, 2, 3). Rn (n = 1, 2, 3) are the only param-
eters defined by users to obtain a low-rank approximation of
the tensor.

In this paper, we use the TensorLab toolbox at
http://www.tensorlab.net/ to conduct the Tucker decomposi-
tion. To decide the optimal values of R1, R2 and R3, we
conduct extensive experiments where we keep other parts of
our proposed detection framework unchanged and only change
the values of R1, R2, and R3. The possible values of Rn

are {1, 2, . . . , Dn}. It is found that R1 = R2 = R3 = 4
could provide the best detection performance. After Tucker
decomposition, we obtain two feature matrices for each fea-
ture of each tensor: A(1) ∈ R

8×4 and A(2) ∈ R
8×4, which are

the feature matrix obtained along the horizontal and vertical
directions of the image, respectively.

4) Feature Ranking: In the feature matrices, the ith row of
A(1) represents the features of the ith block along the vertical
direction of the image, and the jth row of A(2) represents the
features of the jth block along the horizontal direction of the
image. We design a feature ranking function of each block
based on the distance between classes and within classes to
select effective blocks as

uj = 1

Nj

∑

i∈class j

fi (2)

dj = 1

Nj

∑

i∈class j

(
fi − uj

)(
fi − uj

)T (3)

S =
∑C

j=1
∑

m�=j

(
uj − um

)(
uj − um

)T

∑C
j=1 dj

(4)

where C is the number of classes in the training samples
(five in this paper), Nj is the number of samples in the jth
class, fi is the feature vector of a certain block (a certain
row of the feature matrix obtained after Tucker decompo-
sition), uj is the mean feature vector of all samples in the
jth class, and dj is the feature distance of samples within
the same class. The numerator of (4) is the feature distance
between classes, and S is the feature ranking score of this
block. When the feature distance within the same class is small
and the feature distance between classes is large, the S value is
large.

For each type of features, we use (2)–(4) to rank blocks
along the image horizontal and vertical directions, respec-
tively. That is, we repeat feature ranking 8 × 2 = 16
times. In this paper, after extensive experiments with dif-
ferent block numbers of blocks selected, we found that
optimal results could be obtained by selecting three blocks
with top scores along the horizontal direction and three
along the vertical direction. Selecting more blocks leads to
higher feature dimension and redundant features, which can
cause degradation of the detection performance. Selecting less
blocks also causes low performance. Pairing three blocks in
the horizontal direction and three in the vertical direction,
we have nine blocks for extracting HOG, LBP, and FDF
features.

B. Object Proposal

1) EdgeBoxes: EdgeBoxes proposed in [24] is a powerful
object proposal methods that with good tradeoff between the
detection rate and the computational time [37]. EdgeBoxes
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Fig. 3. Image region similarity of a good window.

computes scores of each multiscale window (the probability
of a window to be vehicles) via statistical analyses of edges
detected by a pretrained edge model [24]. Before conduct-
ing EdgeBoxes, we enhance the original night-time images
for extracting accurate proposals. EdgeBoxes still might miss
some vehicles in night-time images if only a small set of
proposals are used because the scores may be inaccurate [2].
Thus, in this paper, we use local contrast feature and image
region similarity of each window to calibrate the scores defined
below.

2) Local Contrast Feature: At night, the preceding vehicles
always turn on its taillights. In the taillight regions, the gray
values of the center of the taillight are very different from
the boundaries of the taillight and the other parts of vehi-
cles. Besides, in the rear of a vehicle, the plate region and the
rear window are also different from other parts of a vehicle.
Thus, the local contrast of each pixel (the difference between
the pixel and its neighbors) can be used as a feature to esti-
mate whether a pixel is likely to belong to a vehicle. For each
pixel of the original night-time image, we position the pixel
at the center and compute the standard deviation of the gray
values within a 7 × 7 region. The computed standard devia-
tion is considered as the local contrast feature of this pixel.
After computing features of all pixels, we obtain the local fea-
ture map of the entire image. Road lamps or white lights on
buildings might have similar local features to the taillights. To
discard these lights, we first convert the original images into
the HSV color space and then observe the histograms of H,
S, and V channels within white light regions. We consider a
pixel to be more likely to be white if it satisfies the following
conditions: 40 ≤ H ≤ 320, 0 ≤ S ≤ 0.3 0 ≤ V ≤ 0.2. In the
local feature map, the values of these pixels that meet with the
above conditions are set to 0 but other pixels are unchanged.
For each window obtained by EdgeBoxes, we use the mean of
the local features of all pixels within this window as another
measurement to determine whether this window belongs to be
part of a vehicle.

3) Image Region Similarity: A good object proposal (win-
dow) always contains some background and has a large overlap
with the ground-truth of a vehicle (i.e., the vehicle is close to
the center of this proposal and occupies most part of the win-
dow). An example is shown in Fig. 3. The black window is an
example of a good object proposal, the green window is the
center region of this proposal, and the red windows are the
four corner regions of this proposal. Inspired by the observa-
tion that the center region is different from the four corners,
the image region similarity between the center region and the

corners within a window can be utilized as a feature to decide
whether a window is likely to be a vehicle.

To compute image region similarity of a window, we first
extract a center region (8 × 8 pixels) and four corner regions
(8×8 pixels). Then, the Euclidean distances between the gray
values of the center region and each corner region are com-
puted. The mean of the four Euclidean distances is computed
as the image region similarity of a window.

4) Scoring for Each Window: We compute three features
of each window: the score obtained by EdgeBoxes, the local
contrast feature and the image region similarity. To combine
the three scores reliably and effectively, we design a weighting
function as follows:

pk = ω1sk + ω2lk + ω3dk + b = [ω1ω2ω3][sk lk dk]T + b

(5)

where k is the index of a window; sk, lk, and dk denote the
scores obtained by EdgeBoxes, the mean of local contrast
feature, and the image region similarity of the kth window,
respectively; ω1, ω2, ω3 are the learned weights of each term;
b is the bias term to calibrate the score; and pk is the final
score of the kth window.

Inspired by [38], we learn the weights of the three terms
and the bias term in (5) as follows. We first apply EdgeBoxes
to the images for object proposal to generate the original set
of object proposals and obtain the score of each proposal.
Then we also compute the mean local contrast feature and the
image region similarity of each proposal. A proposal is con-
sidered as a positive sample if it has a large overlap with the
ground-truth of a certain vehicle within an image. Proposals
that do not meet with the above condition are used as neg-
ative samples. The computed EdgeBoxes score, the mean of
local contrast feature and image region similarity are used as
features. With the three features, we train a classifier using a
linear SVM (LibLinear [39]) to distinguish positive samples
(vehicles) from negative samples very well. Such classifier
contains parameters ω1, ω2, ω3, and b. Note that these weights
and bias term are learned offline.

C. Training and Detection

During the training stage, after selecting effective blocks
of HOG, LBP, and FDF offline, for each training image we
extracted HOG, LBP, and FDF features from the selected
blocks. The feature vectors of the three features are concate-
nated one by one to construct a longer feature vector. The
longer feature vectors of all training images are input to an
SVM to train a multiclass classifier.

After learning weights for object proposals and training
a multiclass classifier offline, we first combine the scores
obtained by EdgeBoxes, the local features and image region
similarity within the obtained proposals using EdgeBoxes
according to (5) to generate accurate final proposals. We only
select the top 20 proposals for vehicle detection to speed up
detection because experiment results show that all preceding
vehicles within the detection set are all contained in the top
20 proposals. Subsequently, the features are extracted from the
selected blocks within each selected proposal and input to the
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trained multiclass classifier for detection. Note that the fea-
tures are all extracted on the images that are enhanced using
the bio-inspired method in [3]. To improve the detection speed,
we resize the original images to 240 × 135 pixels. For eval-
uation and result display, we resize the image to the original
resolution.

IV. EXPERIMENT RESULTS

We conduct all experiments shown in this section on a com-
puter with Intel Core i7-4770 CPU@3.4GHz and 8GB RAM.

A. Night-Time Multiclass Vehicle Dataset

As far as we know, there are no published datasets for night-
time multiclass vehicle detection. Therefore, a new Hong Kong
night-time multiclass vehicle dataset is built in this paper. The
images in this dataset were acquired from videos. Some videos
were downloaded from YouTube and others were recorded
by an automobile data recorder (with the camera resolution
of 1920 × 1080 pixels) mounted on a car. This dataset con-
sists of four classes of vehicles: 1) car; 2) taxi; 3) bus; and
4) minibus, plus the background (negative samples). The train-
ing set includes all training samples of these five types cropped
from images in videos. Each training image (normalized to
64 × 64 pixels) contains a single vehicle of a certain class,
and these images are used for selecting effective blocks based
on tensor decomposition and classifier training. The numbers
of training samples of background, car, bus, taxi, and minibus
are 3673, 3149, 594, 1479, and 493, respectively. Five-cross
validation is used to select optimal training parameters. That
is, one-fifth of the samples are used as validation samples. The
detection set includes 836 images with a size of 1920 × 1080
pixels and contains multiclass and multiple vehicles. In this
detection set, the numbers of cars, taxis, buses and minibuses
are 1241, 476, 216, and 125, respectively. The detection set is
used to evaluate the detection performance. Furthermore, 110
large images (with 1920 × 1080 pixels, called “images for
object proposal”), which are not included in the detection set
but also contain multiclass and multiple vehicles, are used to
crop positive and negative samples when we learn the weights
of each term. The ground-truths of all vehicles in the detection
set and the images for object proposals are built manually for
the evaluation. All images have RGB color values. The images
in the detection set and the images for object proposals are dis-
joint and completely unrelated with each other and unrelated
to the training samples. That is, the images used for detection
images, those for object proposal, and those for cropping train-
ing samples are from different videos. This dataset includes
different scenes such as streets and highways, and different
illuminations and weather. The dataset is available online.1

B. Evaluation Metrics

The performance of the object proposal approach can be
evaluated using detection rate versus number of proposals (i.e.,

1https://www.researchgate.net/publication/308415137_Hong_Kong_
nighttime_vehicle_dataset

(a) (b) (c)

Fig. 4. Selected blocks of (a) HOG, (b) LBP, and (c) FDF.

ROIs) curve [24]. We divide the intersection area of a pro-
posal generated and the ground-truth window by the union
area of the two windows to measure the overlap between
this proposal and the ground-truth. This measure is the well-
known intersection over union (IOU) [40]. If the IOU of
the ground-truth of a vehicle and any proposal is higher
than a fixed IOU threshold (generally 0.5), we say this
vehicle is detected. The detection rate is measured over all
objects.

When evaluating our method on the built night-time multi-
class vehicle dataset, we use the miss rate versus false positives
per image (FPPI) curve. In this curve, at the same FPPI, the
lower the miss rate is, the better the method is. If the IOU
of the ground-truth of a vehicle and any detection result is
higher than 0.5, this vehicle is considered being detected. The
detection rate is measured over all objects. The miss rate is
1 minus the detection rate. False positives are detection results
that has very low IOU with the ground-truths.

C. Results of Feature Selection Based on
Tensor Decomposition

To demonstrate the effectiveness of our proposed feature
selection method based on tensor decomposition, we first
show the selected blocks for extracting HOG, LBP, and
FDF in Fig. 4. For each type of features, nine blocks are
selected by the proposed feature selection method from the
training samples. From Fig. 4, the selected blocks contain
parts of a vehicle, vehicle lights or vehicle plate region,
and some selected blocks contain edge information of a
vehicle. Thus, these blocks are more likely to be effective
visually.

To validate the effectiveness of the proposed feature
selection method quantitatively, we compare the detection
performance of our proposed vehicle detection framework
with the features extracted from these selected blocks (nine
blocks for each type of features) and features from all blocks
(64 blocks for each type of features) in terms of miss rate
versus FPPI curve. Note that other parts such as image
enhancement, object proposal remain unchanged. For this
comparison, we only change the features used. The detection
performance of the method with or without feature selection is
shown in Fig. 5(a). “No feature selection” denotes the method
that uses our proposed framework, but does not select features.
From this diagram, we find that our proposed feature selection
method can improve the detection performance due to extrac-
tion of effective features. It can also improve the detection
speed (see Table I) because it employs fewer features than the
method without feature selection.
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(a) (b) (c)

Fig. 5. Comparison of the detection performance of our proposed method and other methods. (a) Comparison of our proposed method with and without
feature selection. (b) Detection performance of our proposed method itself and our method with the object proposal algorithms in [2] and [25]. (c) Comparison
with some state-of-the-art night-time vehicle detection approaches.

Fig. 6. Evaluations of our proposed object proposal method and the object
proposal methods in [2] and [25].

D. Results of the Proposed Object Proposal Approach

The object proposal method in [2] outperforms the origi-
nal EdgeBoxes and the Bayes saliency-based object proposal
method in [25] has been shown to be better than other object
proposal methods based on vehicle light detection via thresh-
olding in [22], [23], and [29]. Thus, in this paper, we only
compare our proposed object proposal approach with the
object proposal methods in [2] and [25]. The performances
of these object proposal methods are measured using detec-
tion rate versus number of proposals (i.e., ROIs) curve in
Fig. 6. We find that our proposed object proposal approach
obtains 100% detection rate when we only use the top 20
proposals but the object proposal methods in [2] and [25]
obtain the same detection rate when using the top 38 and
top 25 proposals, respectively. This result shows that our
proposed object proposal method is better than others in
terms of the performance of object proposals. To validate
that our proposed object proposal method is more effective
for night-time vehicle detection, we replace our proposed
object proposal method using the object proposal methods in
[2] and [25] but keep other parts unchanged (named “Ours +
the object proposal in [2]” and “Ours + the object proposal
in [25]”). We then compare the final detection performance
of the three methods in Fig. 5(b). These curves demonstrate
that our proposed object proposal approach outperforms the
object proposal methods in [2] and [25] in terms of the final
detection performance. From Table I, our proposed object pro-
posal approach also improves the detection speed because it
generates fewer proposals than the methods in [2] and [25].

We also show two examples of the generated object propos-
als by our proposed object proposal method in Fig. 7, where

TABLE I
DETECTION TIME OF METHODS COMPARED IN THIS PAPER

(a) (b)

Fig. 7. Examples of proposals generated by our proposed object proposal
method.

the green windows are the generated proposals that have high
IOU with the ground-truths of vehicles and the white windows
are false proposals that only contain the background. We find
that all preceding vehicles within the two images are detected
by the green proposals. However, there are also some false
proposals caused by red traffic lights, reflections of taillights,
and red traffic signs. The experiment results show that most of
these false proposals can be discarded after vehicle detection.

E. Comparison Between Our Night-Time Vehicle Detection
System and State-of-the-Arts

In recent years, many deep learning algorithms are devel-
oped for classification and detection tasks [35], [41]–[43].
Deep learning methods combine automatically selecting
features from the input images, training classifier, and
detection in a unified framework. However, for the night-
time vehicle detection task the features selected from the
input images might be not very effective, which has been
shown in [2] and [3]. Different from deep learning methods,
our proposed method selects effective features from some
handcrafted features, i.e., HOG, LBP, and FDF, which have
been proven to be effective for night-time vehicle detection.
Our feature selection method can separate feature vectors of
different types of vehicles to select effective features. Besides,
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most of the deep learning methods do not utilize object pro-
posal technique or use object proposal methods developed
for daytime scenes. However, these object proposal methods
do not perform well for night-time images because the
features used in these object proposal method are not salient
at night while our proposed method design a more accurate
object proposal method by considering the characteristics of
vehicles for night-time scenes. To validate the effectiveness
of our night-time vehicle detection system, the proposed
method is compared with several state-of-the-art night-time
vehicle detection approaches. including the method in [2], the
method in [3], CNN+SVM in [35], a recent state-of-the-art
CNN method: YOLO2 [41], and the latest night-time vehicle
detection method in [16] (CNN+ImEn). The methods in [2],
[3], and [16] are developed for night-time single class vehicle
detection. We extend these methods to multiclass vehicle
detection as follow. During the training stage, we use the
multiclass training samples to train a multiclass classifier and
keep other parts of these methods unchanged. For YOLO2,
we retrain the models on the samples in our dataset [41]. The
detection performance comparison of our proposed method
and these state-of-the-arts is presented in Fig. 5(c), which
shows that our method outperforms these state-of-the-art
approaches including the deep learning-based methods. In
Fig. 5(c), CNN+ImEn in [16] is not as good as our proposed
method, although combining night-time image enhancement
with CNN is effective for night-time vehicle detection. The
performance of YOLO2 is very close to the method in [3]
but much better than CNN+SVM, which demonstrates that
well designed CNN can improve detection performance. We
have achieved 95.82% detection rate (4.18% miss rate) at
0.05 FPPI. Besides, our detection rates of car, taxi, bus, and
minibus are 95.49%, 95.17%, 98.15%, and 97.6%, respec-
tively. Because bus and minibus are large and very different
from other classes, the proposed method achieves higher
detection rates for the two classes. When car and taxi are very
small they might be misclassified or missed, the detection
rates for car and taxi are sight lower than those for bus and
minibus. The detection speeds of all methods compared are
shown in Table I. The detection speed of our method is about
0.18 s per image, and it is faster than other methods. We also
apply our proposed method in single class vehicle detection
to validate its effectiveness for the single class night-time
vehicle detection task. The four types of vehicles are consider
as a single class: vehicle. Next, we reimplement and revali-
date our proposed vehicle detection framework and the five
state-of-the-arts using the new class labels (0: nonvehicle,
1: vehicle). The accuracies of our proposed method and other
methods for single class night-time vehicle detection are
shown in Table. II. For single class vehicle detection, our
proposed method still outperforms the five state-of-the-arts.

F. Detection Results

To visualize our detection results, we show examples of
single class vehicles and multiclass vehicles, as well as
some failure examples in Figs. 8–10, where red, green, blue,

TABLE II
COMPARISONS OF ACCURACY FOR SINGLE CLASS VEHICLE DETECTION

(a) (b)

(c) (d)

Fig. 8. Detection results of single class vehicles.

(a) (b)

(c) (d)

Fig. 9. Detection results of multiclass vehicles.

(a) (b)

(c) (d)

Fig. 10. Failure examples.

and yellow windows represent car, taxi, bus, and minibus,
respectively.

Fig. 8 demonstrates that our proposed method can success-
fully detect vehicles as car, taxi, bus, and minibus. Multiclass
vehicles with rain [see Fig. 9(a)] and complex background
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[see Fig. 9(b)–(d)] can also be detected. Even occluded vehi-
cles can also be detected [see Fig. 9(b)]. However, some
occluded vehicles are missed such as the taxi occluded by
another taxi and a car in Fig. 10(c). Misclassifications may
occur occasionally. For example, the car in the middle of
Fig. 10(a) is classified as a taxi because in some cases a taxi is
similar to a car. Distant vehicles (very small) may be missed
[see Fig. 10(b)]. An example of false positives is shown in
Fig. 10(d), where the light areas are detected as vehicles.

V. CONCLUSION

In this paper, we combine feature selection based on tensor
decomposition, and a new object proposal approach to detect
night-time multiclass vehicles. A new Hong Kong night-time
vehicle dataset that contains four classes of vehicle has been
built. The proposed feature selection method can select blocks
for extracting effective HOG, LBP, and FDF features, which
can improve vehicle detection performance and speed. The
new object proposal approach combines the scores obtained
by EdgeBoxes, local contrast features, and image region sim-
ilarity with learned weights, and can generate a small set
of windows (20 proposals) that contain as many preceding
vehicles as possible. Experiment results demonstrate that the
proposed feature selection approach and the new object pro-
posal approach are effective and can improve the detection
performance and speed. Our proposed night-time multiclass
vehicle detection method achieves 95.82% detection rate at
a 0.05 FPPI, which is better than state-of-the-art techniques.
Our proposed method is also faster than other methods. It can
successfully detect vehicles on different road scenes and with
different locations, sizes, and types. Misclassifications, false
positives, and the missing errors (e.g., the occluded vehicles
and distant vehicles) will be considered by designing more
effective feature selection and more accurate object proposal
approaches, and building a larger dataset with more classes of
vehicles and more road scenes.
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